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Abstract : 
This document describes turbulence modelling and simulation features in the CMFD code 
TransAT, for both single and multiphase flow problems. These models are employed for a 
variety of fundamental and practical applications.  
 

1.  On Trans AT HPC 

The CFD/CMFD code TransAT© deals with complex-fluids, single and multiphase flows of 
industrial relevance. It adopts an original meshing technology among other existing 
commercial codes, known as the Immersed Surfaces Technology (IST).  Mesh generation 
can also be achieved either using traditional Boundary Fitted Coordinates (BFC), with help 
of external meshing tools. The IST Technology combined with Block-Mesh Refinement 
(BMR) capability offers great advantages for complex geometries modelling. This code is 
particularly suited for complex fluid flows and offers powerful solution algorithms suited 
for parallel processing -using MPI protocol, a wide portfolio of turbulence models and 
approaches -including LES and VLES, combustion and reactive flows, multiphase physics 
with conjugate heat and mass transfer. The code is best used when installed in a high 
performance computing cluster to perform Ȱlarge scale simulations". 
 
Briefly, tÈÅ ÔÈÒÅÅ ÓÅÇÍÅÎÔÓ ÉÎ ×ÈÉÃÈ ÔÈÅ !3#/-0ȭÓ ÃÏÄÅ ÅØÃÅÌÓ ÁÒÅȡ ɉρɊ ÁÄÖÁÎÃÅÄ 2!.3 
turbulence models, (2) Multiphase flow heat transfer, and (3) Scale Resolving Turbulence 
strategies like LES and its sub-variants including V-LES and DES -Very Large-Eddy 
Simulation and Detached Eddy Simulation (Chatzikiryakou et al, 2015; Lakehal et al., 2011; 
Labois and Lakehal, 2011). The combination of these three advanced features makes the 
code TransAT well suited to deal with HVAC and pressure-loss-in-pipes problems, including 
in two-phase flow (Caviezel et al., 2012). 
 

2. Base Turbulence Modelling in Trans AT 

2.1 Standard Model ling  and Modifications  

The Eddy-viscosity models implemented in TransAT are essentially based on the one-
equation model based on turbulent kinetic energy TKE ȬËȭȟ ÁÎÄ ÔÈÅ Ô×Ï-equation k-e model, 
coded for steady & unsteady flows. The base RANS model is augmented with important 
modifications such as: 
¶ Kato & Launder modification  
¶ Realizable k-e model 
¶ Yap correction 
¶ RNG  

The standard k-ʀ ÍÏÄÅÌ equations as well as the modifications are well known and are thus 
not introduced here.  

2.2 Low-Re Modelling  

The standard model was developed for high Reynolds number flows and is therefore not 
valid in flow regions very ÃÌÏÓÅ ÔÏ ÔÈÅ ×ÁÌÌȟ ÉȢÅȢ ×ÉÔÈÉÎ ÔÈÅ ȰÖÉÓÃÏÕÓ ÓÕÂÌÁÙÅÒͼȢ )Î ÒÅÁÌÉÔÙȟ ÔÈÅ 
low-Re Ë ʀ turbulence model to be discussed below was developed first by Jones and 
Launder (1972), and was followed by the standard one (for high Re flows) in 1974 by 
Launder and Spalding. 
 
The starting point is the assumption of one-dimensional equilibrium layer near the surface 
in which the stress is constant and production is balanced by dissipation had been 
considered, and # πȢπω was a result of Ë Õϳ  σȢσ (from experiment), a constraint that 
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applies at the edge of the viscous layer. In reality, neither the viscous sublayer is in 
equilibrium nor is the stress constant there, and hence, #takes values which decrease 

across the viscous layer. This has been supported by experiments and recently by DNS 
where the data have been utilized to establish a 'universal' formulation for ʑthat can match 
the viscous sublayer to the logarithmic region (c.f. Rodi et al. 1993). To that end, the 
following relation for ʑ was proposed; it includes a damping function Æ varying from 

almost zero near the wall to  1 at the outer edge of the viscous sublayer: 
 

ʑ #ÆË ʀϳ   (1) 
 
Experiments and DNS have also shown that the model constants #  and #  appearing in 
the transport equation for ʀ need also to incorporate damping functions Æ and Æ in order to 
return the steep gradient of ʀ near the wall, whose equation takes the form 
 

 Ö # Æע  # Æע  ɧ   (2) 

 
where the molecular diffusion of ʀ is now re-introduced, unlike for high-Re-number flows. 
In this equation ɧ represents an additional term to account for the fact that the dissipation 
processes are not isotropic within the viscous sublayer (Jones and Launder, 1972). The 
different low-Re models that have been proposed so far differ either through the use of the 
model functions ÆȟÆ ÁÎÄ Æ and term ɧ , or the way the dissipation rate is obtained. For 

instance, there are models which solve for ʀ itself, and others which solve for its isotropic 

part ʀȟÉȢÅȢʀ  ʀ $, with $ ςÖЋЍËЋÙ  , a quantity which vanishes at the wall. Most of 

these low-Re models have a form such that when ÆȟÆ ÁÎÄ Æ are set to 1, and D = ɧ = 0 , the 

standard `high-Re' model is recovered. 

2.2.1 Extension to the Thermal Field  

The simple gradient approximation for the heat flux with constant turbulent Prandtl 
number can be extended to low-Re number flow regions by including appropriate 

variations of 0Ò near the wall, or by resorting to the two equation ʃᴂ  ʀ model as 
explained later in this document. The low-Re number form of the Ë ʀ model permits a 
more accurate prediction of eddy thermal-diffusivity ɻ near the wall, and is even amenable 
to capturing transition (depending on the model). At present, however, the full transport 
equation for the heat flux is not known to be extendable to low-Re conditions. Further 
developments are required in this regard. 

2.2.2 The Jones & Launder (1972) `pioneering' Model  

The most often employed Low-Re Ë ʀ model is that by Jones and Launder (1972), which 
was proposed prior to the Launder and Sharma37 one (the values assigned for the model 
constants #  and #  are slightly different). This model reads: 
 

Æ ÅØÐσȢτȾρ  Ƞ2 Ë Öʀϳ    (3) 

  
Æ ρȢπ Ƞ    Æ ρ πȢσÅØÐ2  Ƞ   ɧ ςÖÖÖȟ   (4) 

 
The model constants (as in Launder and Sharma) #  and #   are assigned the same values 
as those of the standard Ë ʀ model, i.e. # ρȢττ; # ρȢως. This model was 
unfortunately found to deliver a very rapid growth of  Æ towards 1 (i.e. towards the edge of 

the viscous sublayer), though with a very slow approach within the interval 0.85 < Æ < 0.95. 

This erroneous trend was later corrected in most of the newer models through the 
introduction of other near-wall length scales than 2 Ë Öʀϳ  (the near-wall Reynolds 
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number), such as Ù ÕÙ Öϳ, 2 ËȾÙ Öϳ, and Ùᶻ Öʀ ȾÙȾÖ, but taking the risk of 

incorporating the distance to the wall Ù , which is far from being determinable in a 
straightforward way in complex geometries. Note that Ù denotes the distance from the 
wall t, while Ù represents the distance from the wall to the cell neighbouring the wall. 

2.2.3 Recent Developments in Low -Re ἳ  Models 

In the early 90's, various new low-Re Ë ʀ models were proposed. Their model functions 
Æ, Æ and Æ as well as D and ɧ were based on direct numerical simulation data, and in 

particular, on those of a channel flow and boundary-layer calculations of Kim, Moin and 
Moser (1987). The reader is referred to Rodi and Mansour (1993) for an interesting 
compilation of the low-Re models prior to 1991; the review has the remarkable merit of 
comparing the predictive performance of the different proposals. One of the latest and 
successful low-Re schemes is that proposed by Abe et al. (1994) in which ɧ π. It reads 
 

Æ  ρ ÅØÐ ÙᶻȾρτ ρ υ2
Ⱦ
ÅØÐ2Ⱦςππ    (5) 

  
Æ ρȠ   Æ  ρ ÅØÐ ÙᶻȾσȢρ ρ πȢσÅØÐ2ȾφȢυ   (6) 

 
The wall boundary conditions used together with this type of models require the 
dissipation rate at the wall ʀȿ   to be set so as to reproduce the correct asymptotic 
behaviour, i.e. ʀȿ ςÖËȾÙ. In contrast to the wall-function approach used with the 

standard Ë ʀ model for high-Re number flows, in the low-Re schemes, the no-slip 
condition for velocity is to be employed, along with the condition of zero turbulent kinetic 
energy at the wall. Here also the model should be used respecting a similar criterion to the 
one required for the WF approach, i.e. Ù πȢρ πȢυ (the location of the first cell adjacent 

to the wall must be much closer to the surface than in the WF approach). In general, a 
typical layer of about 30 grid-points lying within the viscous sublayer (where Æ πȢωυ) is 

necessary to correctly reproduce the steep gradient of the dissipation rate. 

2.3 Two-layer mod elling (TLK and TLV)  

As an intermediate approach between the wall-function and the low-Re model, the two-
layer approach has been adopted for the last 10 years. The method consists in resolving the 
viscosity-affected regions close to walls with a one-equation model, while the outer core 
flow is resolved with the standard Ë ʀ model described above. In the one-equation model, 
the eddy viscosity is made proportional to a velocity scale and a length scale Ì (note that 

we do not write Ì  as in the zero-equation models). The distribution of Ì  is prescribed 

algebraically, while the velocity scale is determined by solving the k-equation (Eq. ??). The 
dissipation rate ʀ appearing as sink term in the k-equation is related to k and a dissipation 
length scale Ì which is also prescribed algebraically. The different two-layer versions 
available in the literature differ in the use of the velocity scale and the way Ì and Ì  are 

prescribed. It should be mentioned that in the fully turbulent region the length scales Ì and 

Ì vary linearly with distance from the wall. However, in the viscous sublayer Ì and Ì   

deviate from the linear distribution in order to account for the damping of the eddy 
viscosity and the limiting behaviour of ʀ at the wall. 

2.3.1 The TLK Model of Rodi (1991)  

Rodi (1991) has proposed his ËȾ  velocity scale based model (TLK), in which he 
combines the standard Ë ʀ model in the outer region with a one-equation model due to 
Norris and Reynolds (1975) in the viscous-sublayer employing 
 

Ö # ËȾÌ Ƞ  ʀ ËȾȾÌ   (9) 
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In this model, the length scale Ì  is damped in a way similar to the way the Prandtl mixing 

length is damped by the Van Driest function39, so that it involves an exponential reduction 
governed by the near-wall Reynolds number, 2 ÖÙȾÖ. However, in contrast to the 

original Van Driest function, 2  uses ËȾ as a velocity scale Ö instead of Õ  which can go 

to zero for separated flows. 
 

Ì #ÙÆ    ×ÉÔÈȡ      Æ ρ ÅØÐ    (10) 

The constant # is set equal to ʆ#
Ⱦ

  to conform with the logarithmic law of the wall. The 

empirical constants appearing in the Æ function are assigned the values ! υπȢυ and 

! ςυ. The reader is referred to Rodi (1991) for a review and further details on the 
choice of the constants. For the dissipation scale the, following distribution is used near the 
wall (Norris and Reynolds, 1975): 
 

Ì
Ⱦ

 Ƞ   # ρσȢς   (11) 

 
The outer (Ë ʀ) and the near-wall model are matched at a location where the damping 
function Æ reaches the value 0.95, i.e. where viscous effects become negligible. Another 

alternative to the TLK model is to employ the near-wall, one-equation model due to 
Wholfstein (1969), which differs from the previous one through the determination of the 
dissipation scale  Ì . It reads: 
 

ʀ ËȾȾÌ  ;           Ì #Ù ρ ÅØÐ2Ⱦ!   (12) 
 

with ! ς# in order to reproduce the asymptotic behaviour of the dissipation rate at the 
wall, ʀȿ ςÖËȾÙ. 

2.3.2 The TLV Model of Rodi et al. (1993)  

The Ö
Ⱦ

 velocity scale based model (TLV) was later proposed by Rodi et al. (1993), 

motivated by the fact that the length scale functions (201 and 202) proposed in previous 
models, particularly the Ì  function, are not in agreement with direct numerical DNS data, 

and that the normal fluctuations Ö
Ⱦ

 are a more relevant velocity scale for the 

turbulent momentum transfer near the wall thanËȾ. Therefore, the following model using 
this quantity as velocity scale was proposed  
 

Ö ÖÌȟ ȟ     ʀ ÖËȾÌȟ   (13) 

 
with 
 

Ìȟ πȢσσÙȟ    ÁÎÄ  Ìȟ  ρȢσÙȾρȢςȢρςÖȾÖÙ    (14) 

 
which is based on the DNS data for fully developed channel flow of Kim, Moin and Moser 

(1987). As an equation for k is solved, Ö   needs to be related to k, which is done through 
the following DNS based empirical relation 
 

Ö Ë τȢφυρπ 2 τȢππρπ2ȟ      2 ËȾÙȾÖ   (15) 

 
It should be mentioned that this type of near-wall treatment has the advantage of requiring 
far too less grid points inside the viscosity-affected layer than any pure low-Re scheme 
(about 10 to 15 rather than 25 to 30). 
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2.4 Validation  

2.4.1 Forced Convection : Multiple Impinging Jets on a Surface  

We consider here a multiple jets impinging normally on a flat surface, which are used 
frequently to achieve efficient cooling or heating of solid walls. In contrast to single jets, 
turbulence structure in multiple jet configurations is more complex. Here, the additional 
factor is the interaction between neighboring jets, which ɀ depending on their mutual 
distance ɀ can have a dominant effect on heat transfer intensity and especially on its 
distribution over the impingement surface. Most literature dealing with multiple jets 
reports flow field data in jet arrays of custom-made nozzle arrangements, but few results 
are available on the measurements of mean flow and turbulence characteristics.  
 

 
 

  
Figure 15: Calculated (left panel) vs. measured (right panel) Nu iso-contours on the wall surface  

 

 
Figure 16: (left panel) mean vertical velocity profile, (right panel) Nu number distribution.  
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The present validation exercise is inspired from the experiment of Geers et al. (2003). 
Because most RANS models ×ÉÔÈ 7&ȭÓ cannot reproduce properly the flow and heat 
transfer in such configurations. The simulations were conducted in 3D using the two-layer 
model TLK. The simulations results were compared to CFX results using the SST model. 
Curious phenomena, such as symmetry breaking, which has been observed in the 
experiments and by other modellers of this case are also predicted here (Fig. 15, upper 
panel), despite forcing symmetry boundary conditions. Lower panels of Fig. 15 show the 
comparison between TransAT and the data as to the wall heat transfer (here the Nusselt 
number distribution). The comparison of the velocity profile and Nusslet number along the 
surface reveals a good agreement of the TLK model with the data. 

2.4.2 Natural Convection: Closed Cavity Problem 

The accuracy of the numerical method was tested against high quality results of other 
investigators for the classic closed 2D cavity problem, with two opposite vertical walls kept 
at a temperature difference and two adiabatic horizontal walls. The accuracy of the flow 
and temperature fields is depending on the mesh and, in order to deliver mesh independent 
results, different mesh sizes are needed for different Ra numbers.  
 
Comparison between the results of TransAT and the high quality results of Le Queré (1991) 
for two Ra numbers (laminar and turbulent flow) are shown in table 1 (Ra=106) and table 2 
(Ra=108). The parameters reported here are the most important non-dimensional integral 
and local parameters of the flow field, namely: The average Nusselt number on the hot wall 
NuRa-1/4 , the vertical gradient of the thermal stratification in the centre S, the vertical non- 
dimensional velocity maximum at half the cavity height Vmax and the horizontal non-
dimensional velocity maximum at half the cavity width Umax. 
 
 

Mesh S NuRa-1/4  Vmax Umax 

% diff with TransAT  result on 81x81 mesh  

21x21 -1.5540 -10.5137 9.0560 -4.8872 

41x41 0.2049 -0.6405 0.1518 -0.3846 

61x61 0.0041 -0.0856 -0.0559 -0.3257 

Absolute values  

81x81 0.9079 0.2791 0.2609 0.8081 

Le Quere - 0.2791 0.2618 0.8146 

% diff with  

Le Quere 
 0.01 -0.33 -0.8 

Table 1: Accuracy of the solution for Ra=10
6
, closed cavity 

 
The results of TransAT are mesh independent already on mesh 41x41; differences are seen 
to be less than 1% compared to values on the finest mesh for all parameters. The agreement 
of the fine-mesh results of TransAT with the ones of Le Quere is excellent.  
 
Similar and consistent conclusions are drown for transitional -turbulent flow at  Ra=108, 
where the mesh independent solution is accomplished on mesh 81x81, using the Abe-
Kondoh-Nagano Low-Re model (section 2.2.3). It is worth noting that Umax result for 
TransAT is in excellent agreement with the benchmark solution of Le Quere, while Henkes 
and Hoogendoorn [12] reported excellent agreement for all parameters with the exception 
of Umax, which was found to be in more than 5% difference with the benchmark solution of 
Le Quere, even on their finest mesh with 120x120 points. Streamlines and temperature 
contours were found in excellent agreement with the ones shown in Henkes and 
Hoogendoorn (1993) for both Ra numbers. A sample comparison for temperature contours 
are shown in Fig. 9. 
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Mesh S NuRa-1/4  Vmax Umax 

% diff with transat result on 121x121 mesh  

41x41 0.23 8.34 -1.96 -1.87 

61x61 -0.68 1.85 0.65 -1.41 

81x81 -0.34 0.64 0.23 0.43 

101x101 -0.18 0.21 0.09 0.31 

Absolute values  

81x81 0.9843 0.3032 0.2633 0.8689 

Le Quere - 0.3023 0.2637 0.8714 

% diff   0.31 -0.16 -0.28 

Table 2: Accuracy of the solution for Ra=10
8
, closed cavity 

 
Figure 9: Isothermal contours at Ra=108; left Henkes and Hoogendoorn (1993), right TransAT 
 

3. Advanced Turbulence Modelling in TransAT  

3.1 Algebraic stress modeling in TransAT, EASM  

In the statistical modeling approach for predicting turbulent flows the flow is described via 
averaging using the "Reynolds or Favre averaging concept", leading to the Reynolds 
Averaged Navier-Stokes equations (RANS). The flow is thus decomposed into mean and 
fluctuating components. While RANS provides a widely applicable tool to solve turbulence 
problems, it faces predictive performance issues in many configurations, including: 
rotation, swirling, non-homogeneity, strong body forces, curvature and secondary flow 
motions. To extend the applicability of RANS to internal flows with features from the list 
above, modifications via various sophistications are added: including solving the Reynolds 
stresses (RSM), or accounting for their effect in an algebraic, implicit way, EASM, short for 
Explicit Algebraic Stress Models. While RSM are potentially better, they are expensive, and 
their use is often facing instability issues and non-convergence, which makes EASM a better 
candidate. The examples below show how EASM behaves in complex configurations. 
 
Prior to that, let us briefly introduce the basic differences between linear RANS and EASM. 
Linear RANS are built on the idea that the Reynolds stress tensor is linearly dependent on 
the strain rate Sij; 
 

όᴂὭόᴂὮ  
ς

σ
Ὧ‏ὭὮ ς‘ὸὛὭὮ          (16) 

 
In the EASM variant, however, the Reynolds stress tensor is non-linearly dependent on both 
the strain rate Sij and rotation tensor wij: 
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όᴂὭόᴂὮ  
ς

σ
Ὧ‏ὭὮ ς‘ὸὛὭὮ В ὅὲτ

ὲ ρ ὝὭὮ
ὲ ὛὭὮȟɱὭὮ      (17) 

 

with  

ὝὭὮρ
 ὛὭὯὛὯὮ

ρ

σ
ὛὰὯὛὯὰ‏ὭὮ 

ὝὭὮς
 ɱὭὯὛὯὮ ɱὮὯὛὯὭ 

ὝὭὮσ
 ɱὭὯɱὯὮ

ρ

σ
ɱὰὯɱὯὰ‏ὭὮ 

ὝὭὮτ
 3ὯὭɱὰὮ 3ὯὮɱὰὭ

ς

σ
ὛὯάɱὰά‏ὭὮὛὯὰ 

  
This combination of strain and rotation tensor makes the models sensitive curvature, 
secondary flow motion, rotation and anisotropy of stresses, which reflects recirculation. An 
extension of the linear and non-linear eddy-viscosity models for buoyancy-driven flows 
requires adding the gravity terms, e.g. in the linear context, the stress reads: 
 

όὭόὮ  
ς

σ
Ὧ‏ὭὮ ὺὸ

‬ὟὭ

‬ὼὮ
 
‬ὟὮ

‬ὼὭ
ὅ
Ὧ

‐
‍ Ὣ

Ὥ
—όὮ Ὣ

Ὦ
—ὟὭ      (18) 

 
3.2 Validation   

3.2.1 Backward -facing Step 

The examples discussed here highlight the advantages of EASM over linear RANS 
turbulence models. First, two variants of EASM (Gatski and Speziale, 1993 and Shih, Zhu 
and Lumely, 1993) compared to linear RANS for the flow featuring a strong recirculating 
motion; the flow in a backward facing step. The comparison (Fig. 2) between simulation 
results and experimental PTV data of Kasagi et al. (1995) shows that the EASM behaves 
much better than the linear RANS models employed both in terms of mean and turbulent 
quantities. Note that use is made of the TLV two-layer model for near-wall treatment, which 
avoids having to use low-Re models. The results for the backward facing step in Figure 2 
show the good agreement between the experimental data and the EASM results.  
 

 

                                           
Figure 1:  Sketch of the setup for the backward facing step problem. 
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Figure 2:  Comparison of the profiles of quantities at different axial locations for (left, top) Mean Velocity, 

(right, top) Kinetic Energy, (left, bottom) RMS Velocity, (right, bottom) shear stress. 

3.2.2 Turbulent Flow in a Pipe  

The next exercise deals with the modelling of turbulent flow in a pipe, a necessary test prior 
to deal with the more complex variant of the rotating pipe flow. The 2D axisymmetric 
simulation was conducted for a Re=31576 using the SZL95 (Shih et al., 1995) variant of 
%!3-ȭÓȟ ÂÙ ÒÅÆÅÒÅÎÃÅ ÔÏ ÔÈÅ ÅØÐÅÒÉÍÅÎÔ ÏÆ :ÁÇÁÒÏÌÁ ɉρωωχɊȢ 4ÈÅ ÓÉÍÕÌÁÔÉÏÎ ÒÅÓÕÌÔÓ ÐÌÏÔÔÅÄ 
in Figure 3 agree well with the data, and are in line with previous benchmark exercises 
comparing OpenFoam, CCM+ and Fluent, as can be found in the literature. 

3.2.3 Turbulent Flow in a Rotating Pipe  

Third, we plot below the comparison of the EASM results of turbulent flow in a rotating 
pipe. As suggested in Figure 3, only with EASM could the circumferential motion be 
predicted, for both low and strong swirling numbers. Linear RANS models cannot predict 
rotating flow motion. 
 

 
Figure 3:  Normalized U Velocity over the radial distance. 
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Figure 4:  (left) Normalized W Velocity (over maximum W Velocity) over the radial distance, (right) 

Normalized U Velocity (over mean U Velocity) over the radial distance. 

3.2.4 Secondary Flow in a Square Channel 

The next example shown in Figure 5 relates to predicting a secondary flow motion in a 
square duct and compared to the experiments of Kasagi et al (1995). Here too, thanks to 
EASM, this flow motion is well predicted, and comparison with PTV data is rather good. 
Note that in all bends and pipes, the flow should naturally feature secondary cross-flow 
motion, which is out of reach of linear RANS models, as shown by Gatski & Speziale (1993). 
 

 
Figure 5:  Swirling pattern comparison between TransAT and the PTV data. 

3.2.5 Turbulent Swirling Flow in a Combustor  

The last example relates to the prediction of swirling flow in a combustor (Hadef and Lenze, 
2005), where the fuel flow splits between an inner channel and an outer annular passage. 
The spray liquid sheet is injected from the fuel nozzle, which induces a small swirl, and 
disintegrates into smaller and larger droplets. The interaction between liquid-sheet and the 
air becomes unstable and disintegrates into fragments (Fig. 5). The comparison between 
RANS and EASM shows again the advantage of the latter approach for this class of flows. 
One could see that a full RSM model (Fluent) compares with EASM, with no major 
differences (Figs. 7 & 8). EASM should thus be applied for such problems. 



 

 

 

TransAT CFD/CMFD: On Turbulence Modelling (RANS) and Simulation (LES, V-LES).  

 12 

 
Figure 6:  Setup of the Hadef and Lenze (2005) experiments and swirling patterns 

 

 
Figure 7: Comparison between TransAT and Fluent ï U Velocity at different locations. 
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Figure 8: Comparison between TransAT and Fluent ï W Velocity at different locations. 

 

In summary, we could validate the EASM models implemented in TransAT for flows 
featuring key physics which is out of reach or linear RANS models: recirculating flows, 
rotating flows with body forcing, and secondary flow motion. 
 
3.3 Algebraic Heat Flux Modelling  in Transat , AHFM 

3.3.1 SGDH Model 
In the context of linear RANS modelling for convective heat transfer, the heat flux is linked 
to the temperature gradient via the expression (Simple Gradient Diffusion Hypothesis): 
 

όᴂὮʃᴂ  ɻ—
‬Ὕ

‬ὼὮ
         (19) 

 
Two equation models for thermal diffusivity have been developed in parallel with the 
dynamic modelling of turbulence, e.g. the k-e model. This idea was motivated by the fact 
that turbulent heat convection should also be characterized by a scalar (temperature) time 
scale that varies in space and time, just like the dynamic time scale t0 = k/e.  

3.3.2 GGDH Model 

In SGDH the scalar flux is aligned with the temperature gradients, which is not always true. 
In a boundary layer where significant mean temperature gradients occur only normal to the 
wall, the turbulent heat flux parallel to the wall can be twice as large as that in the normal 
direction. In fact, the concept of isotropy of the three flux components could be defendable 
in situations where the turbulent flux in the flow direction is very small compared to 
transport by the mean motion. The turbulent heat-flux can then be modelled in an 
analogous manner to the turbulent transport term in the Reynolds stress equation, here in 
particular by reference to Daly & HarlowȭÓ (1970) model. 
 
This approach is known as the anisotropic heat flux model, or the generalized gradient 
diffusion hypothesis (GGDH), a definition that points to the fact that heat transfer is driven 
by an anisotropic thermal diffusion: 
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This approach has the merit to conform to many experimental findings, including the 
measurements of turbulent heat transfer in pipes and boundary layer flows by Bremhorst 
and Bullock (1973), and by many others.  Indeed, these authors demonstrated that 
turbulent heat flux   in the flow direction are two to three times larger than in the direction 
normal to the wall while the streamwise temperature gradient is negligible compared to 
that normal to the surface. 

3.3.3 GGDH/WET Model 

Another more sophisticated approach consists in determining the heat flow by invoking the 
7%4 ɉ7ÅÁÌÔÈ ḳ %ÁÒÎÉÎÇÓ ϼ 4ÉÍÅɊ ÔÈÅÏÒÙȟ Á ÓÙÌÌÏÇÉÓÍ ÁÐÐÌÉÅÄ ÂÙ ,ÁÕÎÄÅÒ ɉρωψψɊ ÔÏ 
turbulent heat flux: (6ÁÌÕÅ ÏÆ 3ÅÃÏÎÄ -ÏÍÅÎÔ ḳ 0ÒÏÄÕÃÔÉÏÎ 2ÁÔÅ ÏÆ 3ÅÃÏÎÄ -ÏÍÅÎÔ ϼ 
4ÕÒÂÕÌÅÎÔ 4ÉÍÅ 3ÃÁÌÅɊȢ 4ÈÉÓȟ ÔÏÇÅÔÈÅÒ ×ÉÔÈ ÔÈÅ ÔÕÒÂÕÌÅÎÔ ÔÉÍÅ ÓÃÁÌÅ ÔÁËÅÎ ÁÓ ËȾʀ ÙÉÅÌÄÓȡ 
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        (21) 

 
The WET model is supposed to remedy the drawback of all other variants, in which the heat 
flux is only generated by temperature gradients; which is not always the case, for example 
the mixed layer formed close to a heated a wall featuring a uniform vertical temperature 
gradient is not necessarily linked to turbulence, so the heat flux is actually over-represented 
in the relative sense. The same is true when vertical temperature gradients are small: here 
it is the velocity gradients that cause the wall to flow heat transfer.    

3.3.4 AHFM Model 

In the buoyancy driven context, too, the modelling starts from reducing the transport 
equation for the heat flux to an algebraic expression assuming that convection balances 
diffusion and production and dissipation of k and q2 are locally in balance:  
 

—όὭ ὅ— 
Ὧ

‐
όὭόὮ

‬Ὕ
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Ὥ
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which is superior to the GGDH/WET formulation alone, in that it has the ability to predict a 
vertical heat flux with just the temperature variance actions, even in the absence of mean 
temperature and/or velocity gradients. These algebraic expressions can be closed by 
solving the transport equations (modified when needed for low-Re-number situations and 
near wall effects) for the turbulence kinetic energy and its rate of dissipation, for the 
temperature variance (q2) and its dissipation (eq), resulting in a four-equation model 
(k-e-q2-eq) discussed by Hanjalic and Kenjeres (1995) and Kenjeres and Hanjalic (2000); 
this is known as the full AHFM model.  
 
A common simplification (as is the case in TransAT) of  the full AHFM model can be 
achieved by expressing eq in terms of the three other variables from the assumed ratio of the 
thermal to mechanical turbulence timescales R  
 

‐—  
ρ

ד

‐

όᴂὭόᴂὭ
—ᴂ
ς
          (23) 

 
which represents a measure of the relative importance of the relaxation effects of the 
mechanical and thermal dissipation. Time scales ratio R is either set to a constant value or 
prescribed algebraically. This reduces the model to a three-equation one, k-e-q2. Although 
in many situations R is not constant, such an assumption with the three-equation models 
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displayed remarkable success in a number of thermal-flows driven by gravitational effects. 
In summary, the simplified Algebraic Heat Flux Model (AHFM) amounts to solving the 
temperature variance (q2) equation  
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ς‐—      (24) 

 
The thermal dissipation eq should in principle be determined from the modelled transport 
equation too, however, the complications were reduced by determining eq algebraically as 
discussed above. The wall boundary condition for the thermal field when using the low-Re 

ʃᴂ  ʀ model is as follows: ʃᴂȿ π ÁÎÄ ʀȿ  ɻЋ ʃᴂЋÙ . 

 
3.4 Validation  

3.4.1 Natural Convectio n: Partitioned 2D Enclosure Heated From Below  

This well-known exercise (partitioned 2D enclosure heated from below at different aspect 
ratios: AR=1:4; 1:5; 1:8) was selected to compare the various heat transfer models: SGDH, 
GGDH, WET, AFM. It is postulated from earlier experiences that AFM should enhance the 
quality of the simulation results as to mixing under natural convection conditions. This test 
case was simulated by ASCOMP for the aspect ratio 1:4, and by UCL for AR=1:4. Two 
Rayleigh number flow conditions were simulated in 2D under steady state conditions: 
Ra=107, 108. It is important to note that this flow features very large coherent structures 
that are nominally not within reach of steady-state 2D RANS simulations, as noted by 
Hanjalic (2002). In these simulations, we have employed the quality assurance policy, 
through the adoption of the ERCOFTAC CFD Best Practice Guidelines in order to minimize 
ÕÓÅÒȭÓ ÉÎÆÌÕÅÎÃÅ ÏÎ ÔÈÅ ÒÅÓÕÌÔÓȢ 
 

Figure 10 below depicts the velocity contours inside the enclosure for the two Rayleigh 
numbers (Ra=107, 108). Large-scale vortices located at the corners strengthen with the 
Rayleigh number. The right panel shows actually that the lower corner vortices tend to 
wash the surface transporting more heat from the wall region to the core flow. 
 
 

  
Figure 10: Iso-contours of the flow and temperature in the enclosure for Ra=10

7
 and 10

8
.  

 



 

 

 

TransAT CFD/CMFD: On Turbulence Modelling (RANS) and Simulation (LES, V-LES).  

 16 

  
 

 
Figure 11: (top panels) profiles of temperature in the enclosure for Ra=10

7
, comparing SGDH, GGDH, 

WET and AFM. (lower panel). AFM prediction of temperature profiles for Ra=10
6
, 10

7
 and 10

8
.  

 

The upper panel of Figure 11 compares various model variants for the non-dimensional 
temperature profiles in the canopy for Ra=107. It seems that only with the AFM model (red 
line) the results match the data for Ra=107; with all other state-of-the-art models (SGDH, 
GGDH, WET), the flow re-laminarizes, while it should in effect remain turbulent for this 
Rayleigh number. Plotting now the same temperature profiles obtained with the AFM alone, 
for the transitional Ra number of 106, in addition to the turbulent cases for which data are 
available,  reveals that indeed the AFM is sensitive to this change, in that it predicts indeed 
the transitional case as well, where the flow is still laminar. 

3.4.2 Mixed Convection : SÔÅÉÎÅÒȭÓ ÒÅÖÅÒÓÅ ÔÒÁÎÓÉÔÉÏÎ ÉÎ Á ς$ ÐÉÐÅ 

In the experiments of Steiner (1971), a mixed convection flow regime is obtained in an 
ascending flow of air in a vertical pipe. In turbulent mixed convection situations, buoyancy 
affects in a certain measure inertia-dominated flows. As to simulations, a 2D axisymmetric 
pipe of 8 cm diameter and 4m length (L/D=50) is considered, without unheated length 
though. The details are given in Table xx below, where  
 

"  Ȣ ȢȠ  ὗ  ; Ὃὶ   

  

Two test cases were simulated, purposely with the Re=5.000 case, which according to 
Steiner is an important one since it exhibits the so-called reverse transition mechanism, in 
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which the flow in the boundary layer becomes laminar as well as fluctuating and that it 
oscillates with a predominating period. 
  

Case " . ψ ρπ ὗ  ὙὩ ὖὶ Ὃὶ 

1 0.117 1.02x10-3 14900 0.7 2.17x108 

2 0.8 2.0x10-2 5000 0.7 1.0x108 

Table 3: Flow parameters in the Steiner case 
 

The simulation results obtained with SGDH, GGDH, WET and AFM models for Re=5.000 and 
14.900 are compared with the measurements of Steiner (1971). The grid consists in 141x45 
cells to cover half the domain; the second-order HLPA convection scheme is employed. The 
influence of Buoyancy was assured via controlling the ratio of Grashof to Reynolds number. 
 
The simulated bulk and wall temperature evolutions along the pipe are shown in Figure 12 
for both Reynolds numbers. Interestingly, as was to be expected, the Re=5.000 seems to be 
more difficult to predict than the 14.900 case; the latter shows a linear evolution of the wall 
temperature proper to fully developed turbulent flow, while the transitional case feature a 
bumpy structure reflecting the fluctuating laminar-turbulent boundary layer. But all models 
seem to predict the same evolution, with a smoother lower-value profile in the AFM result 
though, for Re=14.9000 in particular. For Case-I, the models show all good agreement with 
the data as to the Nusselt number evolution (Fig. 13). For Case 2, the simulations show an 
over-prediction for the Nusselt number, and surprisingly, the AFM (non-tuned) returns 
higher values in line with the lower wall-temperature predictions. Note that the Nusselt 
number plots indicate that the flow is indeed fully developed. In other words, all algebraic 
non-linear models show now improvement at all as compared to SGDH. The predictive 
performance of the AFM (AHFM) alone is displayed in Fig. 14. 
 

 

 
Figure 12: Wall and bulk temperature evolution along the pipe for all models. (upper panels) Re=5000; 

(lower panels); Re=14900. 

 






















