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Abstract : 
This note describes the overall computational framework and structure of the CFD/CMFD 
code TransAT; in particular it describes the numerical techniques and physical models 
implemented in the code, without providing all the details. 
 

1. General Description o f Code TransAT  

The CFD code TransAT© is a multiscale, multi-physics, finite-volume code solving the Navier-
Stokes fluid-flow equations. Compressibility is based on two approaches: a pressure based 
(Projection Type) scheme for low Mach-number flows, and a density all-speed scheme for 
high Mach-number flows. The code relies on a flexible, multi-block meshing approach used in 
connection with MPI parallel protocol for HPC infini-band systems. Grid generation can be 
achieved using traditional BFC, with help of external tools, or using the Immersed Surfaces 
method described next, for which the TransAT Suite has a specific grid generator. 
 
Turbulent flows can be treated in three ways: RANS statistical models, Scale Resolving 
Approaches like LES and its DES and VLES, and pure DNS. RANS models could be applied in 
steady and transient, and are in general built within the Implicit arm of the code. RANS 
models span one- and two-equations models, from linear to non-linear EASM models. Near 
wall treatment is achieved using Low-Re schemes, two-layer approach and fixed and adaptive 
wall functions approach.  
 
A variety of techniques were developed to treat multiphase flows: Interfacial flows are tackled 
using Interface Tracking Methods (ITM). Specifically, the Level-Set approach, the phase-field 
variant and the VOF ɀwith PLIC interface reconstruction- methods can be employed. Static or 
dynamic angle treatment is also possible. Dispersed multiphase flows are treated using the N-
phase, phase-averaged approach with Algebraic Slip to account for phase drift. Particle laden 
flows are handled using the Lagrangian particle tracking scheme, with one-to-four way 
coupling, including heat transfer. The four-way coupling approach is actually built within the 
dense-gas Eulerian-Lagrangian formulation that accounts for inter-particle collision forces.  
 

2. Basic Numerics 

2.1 Schemes & Solvers 

TransAT has the unique feature to run either in explicit or implicit, depending on the test 
problems considered, for both single and multiphase flows, depending on the turbulence 
models employed. In implicit solutions, the user can resort to steady state or transient time 
marching schemes. TransAT uses high order schemes for convection and diffusion processes. 
Briefly, the schemes employed for convection in all equations are: 
 
¶ HLPA (2nd order)  
¶ CENTRAL (2nd order)  
¶ QUICK (3rd order)  
¶ TVD-based Schemes (2nd order)  
 
The schemes employed for time marching are: 
 
¶ EULER (1st and 2nd order)  
¶ TLFI (2nd order)  
¶ TVD Runge-Kutta (2nd , 3rd and 4th order)  
 
The schemes employed for re-distancing of level set equation are: 
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¶ WENO (3rd order)  
¶ FAST MARCHING (1st & 2nd order)  
¶ NARROW BAND  
 
The schemes employed for compressible advection of density equation are: 
 
¶ UPWIND (1st & 2nd order)  
¶ CENTRAL (2nd order)  
 
TransAT uses a velocity-pressure coupling algorithm based on the SIMPLE approach, with 
SIMPLEC and SIMPLEST variants used for multiphase flows and compressible flows (low Ma 
number flows). A wide range of pressure solvers are possible: including SIP, GMRES with pre-
conditioners, AMG for all equations using either the PETSc Library, or the genuine TransAT 
AMG solver. 

2.2 Performance on HPC systems 

TransAT is parallelized using MPI and domain decomposition on non-shared memory 
supercomputers. The code can run explicit as well as implicit; both variants have been tested 
for scaling, for single and multiphase flow. The scaling efficiency studies on 3D turbulent flows 
conducted on the DOE supercomputer Titan show that the code breaks up the 90-100% 
scaling on 10,000 processors and an allocation of 14,000 cells per processor. 

 

 
The illustrative test selected for this scaling exercise is the turbulent single-phase and 
stratified two-phase flow in a pipe of diameter 0.5m and of length 5m (Lakehal et al., 2011). 
The grid is IST type; LEIS (Lakehal, 2010) was employed, where LES is coupled with level set 
to track the interface. The pipe contains water at a water holdup of hL/D = 0.14, injected at a 
velocity of 0.2m/s. Air is injected at a bulk velocity of 20m/s (ReG=1.6.105).  

 
Figure 1:  Speedup efficiency analysis for turbulent single- & two-phase flow in a pipe 

The case was simulated on ORNL Jaguar, using various grids and memory allocation. The 
ÔÁÂÌÅÓ ÉÎÄÉÃÁÔÅ ÔÈÁÔ ÂÏÔÈ ÓÉÎÇÌÅ ÁÎÄ ÍÕÌÔÉÐÈÁÓÅ ÆÌÏ× ÓÉÍÕÌÁÔÉÏÎÓ ÓÃÁÌÅ ÖÅÒÙ ×ÅÌÌȟ ÕÐ ÔÏ ρȭπςτ 
ÐÒÏÃÅÓÓÏÒÓȟ ÆÏÒ ÁÎ ÁÌÌÏÃÁÔÉÏÎ ÏÆ ρσȭψςτ ÃÅÌÌÓ ÐÅÒ ÐÒÏÃÅÓÓÏÒȢ Scaling efficiency reached is more 
ÔÈÁÎ ρππϷȟ ÆÏÒ ÔÈÅ ÍÕÌÔÉÐÈÁÓÅ ÆÌÏ×Ȣ )ÎÃÒÅÁÓÉÎÇ ÔÏ ςȭπτψ ÐÒÏÃÅÓÓÏÒÓ ×ÉÔÈ Á ÌÏ×ÅÒ ÌÏÁÄÉÎÇ ÐÅÒ 
ÃÅÌÌ ɉφȭωρςɊ ÄÅÃÒÅÁÓÅÓ ÔÈÅ ÅÆÆÉÃÉÅÎÃÙ ÔÏ χπϷ ÁÎÄ φπϷȟ ÒÅÓÐÅÃÔÉÖÅÌÙ ÆÏÒ ÔÈÅ Ô×Ï ÆÌÏ×ÓȢ 4ÈÅ 
reason for lower efficiency is because there is more communication needed to solve a linear 
system per equation under the implicit formulation . Multiphase case scales better than the 
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single-phase because more work is performed per time step (level set equation advection and 
re-distancing, material properties updates, etc.).  
 

3. Meshing in Transat  

Mesh generation in TransAT can be accomplished either using traditional Boundary Fitted 
Coordinates (BFC), including for Cartesian-grid meshing, with the help of external 
professional tools like Gridgen, ICEM and Gambit, or using the IST/BMR methods described 
next, for which the TransAT Suite has a specific grid generator: TransAT-MESH. In most of the 
cases a CAD file is needed. ASCOMP relies on various external tools to generate CAD files. 
TransAT-MESH handles Cartesian grids with a specific feature to generate blocked regions.  

3.1 Boundary Fitted Coordinates ( FBC) 

The selected BFC grids shown in Figure 2 below have been generated using external 
professional meshing tools like ICEM. In most cases, BFC grids are multiblock in nature and 
are preferred to mesh 3D piping systems. 

 
 

  
 

 
(a): Flow in an inclined pipe bended on top 

 

 

Figure 2: Example of multi -block BFC grids used by TransAT. (b): Flow in a T-junction 

3.2 The Immersed Surfaces Technique (IST)  

Immersed boundary (IB) techniques were developed in the late 70s for flows interacting with 
solid boundary under various formulations (Mittal & Iaccarino, 2005). The mostly known 
formulation employs a mixture of Eulerian and Lagrangian variables, where the solid 
boundary is represented by discrete Lagrangian markers embedding in and exerting forces to 
the Eulerian fluid domain. The interactions between the markers and the fluid variables are 
linked by a simple discretized delta function. IB methods are all based on direct momentum 
forcing (penalty approaches) on the Eulerian grid. The forcing should be performed such as it 
ensures the satisfaction of the no-slip boundary condition on the immersed boundary in the 
intermediate time step. This procedure involves thus solving a banded linear system of 
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equations whose unknowns consist of the boundary forces on the Lagrangian markers; thus, 
the order of the unknowns is 1D lower than the fluid variables.  
 

 
 

Figure 3: Representation of solid and fluid components using IST. 

 
The Immersed Surfaces Technology (IST) has been developed by ASCOMP GmbH (to the best 
of our knowledge), although other similar approaches have been developed in parallel. The 
underpinning idea is inspired from Interface Tracking techniques for two-phase flows 
(notably the Level Set variant)Ȣ )Î )34 ÔÈÅ ÓÏÌÉÄ ÉÓ ÄÅÓÃÒÉÂÅÄ ÁÓ ÔÈÅ ÓÅÃÏÎÄ ȬÐÈÁÓÅȭȟ ×ÉÔÈ ÉÔÓ Ï×Î 
thermo-mechanical properties. The technique differs substantially from the IB method of 
Peskin in that the jump condition at the solid surface is implicitly accounted for, not via direct 
momentum forcing. The solid is first immersed into a cubical Cartesian grid. The solid is 
defined by its external boundaries using the solid level set function. Like in fluid-fluid flows, 
this function represents a distance to the wall surface; is zero at the surface, negative in the 
fluid and positive in the solid. The treatment of viscous shear at the solid surfaces is handled 
very much the same way as in all CFD codes, where the wall normal vector needed to estimate 
the wall shear (†  ‘όᴆὲᴆϳ   ) is obtained from ὲᴆ  ɳȢ‰. The wall-normal vector is initially 
stored in a specific array. The momentum and energy equations within the multi-component 
formulation (gas, liquid, solid) can simply be written under the form:  
 

”◊

ὸ
Ȣɳ”◊◊ Ȣɳɩ Ὂ ‰ Ὂ ‰    

”ὅὴὝ

ὸ
Ȣɳ”ὅὴὝ◊ Ȣɳʇ Ὕɳ ὗᴂᴂᴂ 

 
 

 
where the RHS source terms marked by Dirac functions in the momentum equation indicate 
the forces at the fluid-fluid interface (surface tension), and fluid(s)-wall force (wall shear). 
The fluid(s) and the solid have their own material properties, based on the solid Level Set 
function: density, heat capacity, thermal conductivity and viscosity in the equations: 
 

”ȟὅὴȟ‗ȟ‘  ”ȟὅὴȟ‗ȟ‘ȿȢὌ‰ ”ȟὅὴȟ‗ȟ‘ȿȢρ Ὄ‰   

”ȟὅὴȟ‗ȟ‘  ”ȟὅὴȟ‗ȟ‘ȿȢὌ‰ ”ȟὅὴȟ‗ȟ‘ȿȢρ Ὄ‰
 

 

3.3 Block -Mesh Refinement (BMR)  

The BMR technique was developed in the TransAT code to help better solve the boundary 
layer zone when use is made of the IST technique discussed above. In BMR, more refined sub-
blocks are automatically generated around solid surfaces; with dimensions made dependent 
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on the Reynolds number (based on the boundary layer thickness). An unlimited number of 
sub-blocks of various refinements can be generated, with connectivity between the blocks 
matching up to 1-to-8 cells. This method can save up to 75% grid cells in 3D, since it prevents 
clustering grids where unnecessary.  
 

 
 

Figure 4: IST/BMR examples. Electronics 
 

 
Figure 5: IST/BMR examples. Micro Tech-Med Tech 
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Figure 6: IST/BMR examples. Aero-Hydro 

 

  
Figure 7: IST/BMR examples. Energy Systems: electronics cooling 

 

  
Figure 8: IST/BMR examples. Energy Systems: Turbo 
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Figure 9: IST/BMR examples. Energy Systems: Heat exchangers & HVAC 

 

   
Figure 10: IST/BMR examples. Nuclear Thermal-hydraulics 

 

    
Figure 11: IST/BMR examples. Oil & Gas 

 

 
















